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Abstract

This report summarizes the efforts to develop and validate a finite element based model to
predict weld solidification cracking behavior.  Such a model must capture the solidification
behavior, the thermal behavior in the weld pool region, the material mechanical response, and
some failure criteria to determine when solidification cracking will occur.  For such a program to
be successful, each aspect of the model had to be accurately modeled and verified since the
output of one portion of the model served as the input to other portions of the model.  A
solidification model which includes dendrite tip and eutectic undercooling  was developed and
used in both the thermal and mechanical finite element analysis.  High magnification video
techniques were developed to measure strains for validation of the mechanical predictions using
a strain rate and temperature dependent constitutive model.  This model was coupled with a
ductile void growth damage model and correlated with experimental observations to determine
capabilities of predicting cracking response.  A two phase (solid + liquid) material model was
also developed that can be used to more accurately capture the mechanics of weld solidification
cracking.  In general, reasonable agreement was obtained between simulation and experiment for
location of crack initiation and extent of cracking for 6061-T6 aluminum.
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Predicting Weld Solidification Cracking
Using Damage Mechanics

— LDRD Summary Report

Introduction

Weld solidification cracks are a common defect that can occur with all fusion welding processes.
These cracks form during the later stages of solidification if sufficient stresses are developed to
rupture the solid and liquid two phase structure.  Solidification cracks can be extremely
troublesome since it is difficult to quantify how close to the threshold between cracking and no
cracking the welding process may be.  Over the past 50 years many metallurgical investigations
have been conducted to study cracking mechanisms and to determine effects of alloy
compositions on cracking susceptibility (e.g. 1-3).  Also many weldability tests have been
developed to quantify compositional effects on cracking behavior (4, 5).  In some cases test
results may be related to production experience to determine if a problem may be anticipated and
are especially useful when identical welds are produced using a number of heats of materials.
However, when cracking does occur, the welding engineer is left to experience and intuition in
developing a procedure or redesigning to eliminate these defects.  Furthermore, when a weld of
different geometry or constraint is produced, one may lack the production experience to predict
weld cracking behavior.  It has been recognized that additional tools are badly needed to deal
with this often costly problem, one of these tools is computational modeling.

A successful computational model must accurately capture the solidification process, thermal and
mechanical conditions in the weld region and material response.  Recently, FEM analyses have
been conducted to determine the importance of some of these factors (6-10).  Furthermore, some
failure criteria must be established to determine, given the above conditions, whether
solidification cracking will occur.  With such a model, one should have the ability to determine
how to optimize the weld design and process to prevent the formation of solidification defects,
and determine a priori whether or not solidification cracking will result.  However, if one is to
develop a FEM based solidification cracking model, extensive experimental validation of the
different aspects of the model must be conducted to lend credibility to any model predictions.
The work presented here summarizes different aspects of a weld solidification cracking model
along with experimental validation conducted under an LDRD program.

Solidification Cracking Mechanisms

A number of theories have been developed to explain solidification cracking behavior (11, 12).
In most all theories solidification cracking occurs during the final stages of solidification when a
small amount of liquid is present.  It is recognized that for cracking to occur one must have both
a susceptible alloy composition and some degree of constraint.  In the generalized theory of hot
cracking developed by Borland (11), cracking occurs if there is insufficient solid boundaries to
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withstand the applied stress during the final stages of solidification, or if insufficient liquid is
present to backfill a crack if one initiates.  Over the years slight modifications have been made to
the original theory.  For example, the relationships between the critical fraction of solid
boundaries and amount of liquid is also dependent upon the relative solid/liquid surface energies.

Matsuda and co-workers (12) have related cracking susceptibility to the properties of the mushy
zone by a region they term the brittle temperature region (BTR).  This is a region they
established using transvarestraint testing and measured cooling curves in the weld fusion zone.
The temperature extends from the liquidus temperature to a temperature near the nonequilibrium
solidus.  Figure 1 summarizes the theory where cracking will occur if a critical strain is exceeded
during the weld solidification process.  However, the lower temperature of the BTR and the
minimum critical strain may be dependent upon the amount of eutectic liquid, strain rate, and the
grain structure for any given material.  An important point to be made is that in this theory the
factor considered to control cracking behavior is the strain with no mention of the nature of
loading or stress state.  In the more recent theories it has generally been considered that strain is a
more critical factor than stress.

Experiments

Materials

The materials used in this study were Al- Cu binaries and the commercial aluminum alloy 6061-
T6.  The binary alloys were in the form of 50 mil sheet and 1/4” plate fabricated from five 9’s
pure starting material.  The alloys consisted of 9 compositions ranging form pure Al to Al-7.7
wt% Cu.  The 6061 was in the form of 1/4 inch plate.

Solidification Behavior

It is well established that a criteria for solidification cracks to form and propagate is the presence
of small amounts of low melting liquids segregated to interdendritic and grain boundary regions
during the last stages of solidification.  To determine the fraction solid and liquid as a function of
temperature one must have an accurate representation of the weld solidification behavior.  This is
also important in establishing the release of latent heat in the weld thermal model which affects
the thermal fields in and around the solidifying weld region (9).

The Al-Cu binary alloys were used to develop and validate a solidification model that would
accurately capture the solidification response during the weld process.  The initial liquidus
temperature, the volume fraction of solid and liquid as a function of temperature, and the final
solidification temperature need to be captured.  Al-Cu alloys exhibit eutectic solidification
behavior, solidifying as primary Al with eutectic solidification occurring between Al - 5.65% Cu
and CuAl2 (θ).  The equilibrium eutectic composition is 33 % Cu with a eutectic temperature of
548°C (13).
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EB and GTA welds were made at 30 ipm (12.7 mm/s) in the different binary alloys to study the
nonequilibrium solidification behavior.  The concentration of the dendrite cores in the weld
fusion zone were measured using electron microprobe analysis for the GTA welds and analytical
electron microscopy for EB welds.  From these measurements and the phase diagram, the degree
of solidification undercooling can be determined. Here we assume there is insignificant solid
state diffusion during weld solidification to change the concentration of the dendrite tip, which
becomes the dendrite core, during the weld process. This assumption was verified in our
solidification model incorporating diffusional effects.   The volume fraction θ, as shown in the
micrograph in Figure 2a, was measured using SEM images and an image analysis program.  The
experimental measurements were compared with theoretical predictions with the model
incorporating both dendrite tip and eutectic undercooling.  These results are shown in Figure 2b
along with calculated and measured dendrite core concentrations.  It can be seen that there is
good agreement between the calculated dendrite tip concentration and measured dendrite core
concentration when using the theory of Kurz, Giovanola and Trivedi, (KGT) (14).  There is also
good agreement between the measured and predicted volume fraction of θ.

The predicted solidification behavior of an alloy of Al - 5.93% Cu is show in Figure 3  plotted as
concentration of the solid vs fraction solidified.  From the phase diagram the volume fraction
solid vs temperature can now be calculated.   The initial solidification temperature is decreased
15 K as a result of tip undercooling and a large fraction of solidification occurs early during the
solidification process.  The eutectic solidification temperature is also suppressed with a smaller
fraction of eutectic solidification than is calculated assuming Scheil (15) behavior, also plotted in
Figure 3.  A similar type of analysis was used to calculate the solidification behavior of the
aluminum alloy 6061.

The solidification behavior of 6061, primarily a Al-Mg-Si alloy, was treated as a pseudo binary
system with a partitioning coefficient k (slope of the liquidus / slope of solidus curves), of 0.127.
The equilibrium liquidus used was 928.8 K with the ternary eutectic temperature of 832.2 K.
Both dendrite tip and eutectic undercooling were incorporated into the solidification analysis as
discussed above.  The tip undercooling was calculated to be ~ 6.2 K when using a KGT analysis
with a solidification velocity of 30 ipm.  Eutectic undercooling using the analysis of Jackson and
Hunt (16 ) was calculated to be 6.7 K with the fraction eutectic solidification being 2.6 wt.%.
Figure 4 shows the fraction of solid vs. temperature calculated using KGT model; this will be
used in the weld thermal model to simulate the release of latent heat in the weld pool during
cooling.

Experimental Support for Validation of Thermal and Mechanical Finite Element Analyses
of Welding

An important aspect of the program was to validate finite element simulations of the welds.  To
do this weld pool shapes and weld thermal fields were measured.  As discussed below, weld
thermal response was measured in weld specimens using thermocouple arrays and a Keithly data
acquisition system.  As many as 15 thermocouples were used on each sample placed at different
distances from the weld centerline.  Comparisons between measured and calculated thermal
profiles are discussed in the FEM analysis section.
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A more challenging experimental task was to achieve some validation of the mechanical code,
specifically strains occurring in the weld pool region during weld solidification and cooling.
This was achieved using special lighting conditions and high magnification video images taken
from the underside of the weld pool. Displacements were measured from digitized images of grid
lines scribed on the underside of the sample (see Figure 5).  Figure 6 shows a video image of the
weld sample with the weld approaching from the left hand side of the image.  The second image
shows the same region of the sample after the weld had passed.  By measuring the changes in
grid spacing of many such video frames obtained during welding, strain histories could be
calculated and compared to FEM predictions.

Another novel technique was investigated to measure strain in the HAZ during welding.  The use
of fiber optic sensors were investigated by Craig Lawrence and Tom Bennett (17).  The sensors
used are based on the Extrinsic Fabry-Perot Interferometer (EFPI), and were selected for their
large measurement range, high resolution, short gage length, and ability to operate in high
temperatures.  This work showed considerable promise and is described in detail in Ref. 17.
However, because of the success with the video technique in measuring strains in the fusion
zone, and because of time constraints, comparisons between measured strains and FEM
prediction were not made.

Testing and Cracking Response

A number of test specimens were used in this investigation.  All specimens were designed to be
self constraining during welding.  Thus no external constraint or artificial loads or strains are
applied during the test, and no external heat sinking was used which would cause uncertainty in
the FEM boundary conditions.  The test specimens were used to provide data to validate the
FEM analysis and determine weld cracking behavior.

The first specimen investigated, utilizing 0.050 inch thick material, was the Houldcroft specimen
shown in Figure 7.  This commonly used specimen is designed with through thickness slots cut
from the edge of the specimen to increasing distances toward the sample center.  The weld is
started at the edge of the sample with the shallow slots and extends the total length of the
specimen.  The increasing slot depth is intended to reduce constraint on the weld as the weld
traverses the specimen.  Parameters were developed that produced full penetration straight sided
welds with a uniform width of ~3 mm.  The weld parameters selected were 40 A DC , 17 volts,
and 30 ipm (12.7 mm/s) weld speed using 100 % He shielding gas.  In some cases Ar was used
for back side shielding.

When using the Houldcroft test, it was found that the starting edge of the sample must be melted
for a solidification crack to initiate and propagate.  In general, the solidification cracking
response of the Al-Cu alloys exhibited classic behavior.  No cracking was observed in the pure
Al.  However, with increasing Cu content, cracking increased to a maximum value of 80% of the
sample length at 2-3 % Cu, and then decreased to zero at the highest Cu level of 7.7%.  When
welding 6061-T6 material under the same conditions, the continuous centerline solidification
crack extended ~80%  of the sample length.
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As discussed above, a crack in the Houldcroft test would initiate at the start of the weld and
propagate along the weld centerline to a point to where it would abruptly terminate.  We decided
that for our work, it was better to attempt to predict crack initiation than crack arrest.  This was
partly due to expecting that the predictions of initiation would be more accurate than those of
crack propagation.  Therefore required the development of a different specimen geometry.

Two types of test specimens were designed using 1/4 inch thick material, one rectangular and
one circular, shown in Figure 5.  Both samples have a 1/2 inch wide slot producing a 0.050 inch
thick web in which an autogeneous GTA weld was made.  Arrays of up to 15 thermal couples
were placed on the back side of the web of the rectangular specimens to measure temperature
histories for validation of the FEM weld thermal model.  As described earlier, grid patterns were
also scribed on the back side of the rectangular plate which, along with video images, were used
to measure displacements and thus strain behavior occurring during welding.  The rectangular
specimens were suspended on a three point fixture which allowed access for the underside video
measurements and eliminated any external heat sinking or mechanical constraint.  These
specimens were used primarily to validate the thermal and mechanical code predictions.

A circular specimen shown in Figure 5b was used to determine the effect of welding conditions
on weld cracking behavior and to correlate results with computational model predictions.  These
specimens were welded using a rotary fixture chucked to a pin placed in a 1/4 inch hole in the
center of the sample, again to eliminate external constraint and heat sinking.

Samples were autogeneous GTA welded using a 3/32 or 1/16 inch diameter tungsten electrode
with an arc voltage from 12V to 17V.  Helium was used as the cover gas while Argon was used
for back side shielding.  Currents ranging from 30 to 120 amps and welding speeds of 10, 20 and
30 ipm produced straight sided full penetration welds.  These specimens were welded using
either one current level for the entire disc, or with three schedules where the starting current was
increased at 120_ and 240°.  The extent of cracking was determined by viewing the top surface
under a low magnification microscope.

The crack initiation region of a sample welded at 90 A  is shown in Figure 8.  In this sample the
crack initiated at 90_ from the weld start and followed the weld to completion at 360_.  Figure 8
shows the intergranular crack initiated at the outer edge of the fusion zone and propagated to and
along the weld centerline.   This cracking behavior was common to most all the circular weld
disc specimens.  Many such specimens were run for comparison with code predictions.

The crack surfaces were examined with SEM and Scanning Auger Spectroscopy.  SEM images
are shown in Figure 9.  Figure 9a shows, at low magnification, the region of crack initiation.  On
either side of the crack initiation region, dimples associated with ductile tearing during sample
preparation are also apparent.  The fracture surface in the region of initiation is shown at higher
magnification in Figure 9b.  Eutectic solidification products cover a fairly large region of the
smooth dendritic appearing fracture surface.  These surfaces are very characteristic of weld
solidification cracks, although the detail of the development of the eutectic solidification
products are somewhat unusual.
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Based on the distinct appearance of the particles on the crack surface, one could conclude that a
large fraction of the low melting eutectic liquid had solidified just prior to the fracture initiation
process.  However, the very smooth dendritic surface appearance indicates that solidification was
not totally complete at the time of crack initiation.  Still it is possible that fracture initiated in a
region where some solid grain boundary regions existed with evidence of this fracture destroyed
due to surface diffusion at the very high temperatures.  However, it should be noted that all
regions of the fracture surface looked similar with no apparent region of fracture occurring in the
solid.  Thus we have concluded that fracture initiated in the lower temperature region of the
brittle temperature range near the eutectic temperature.

Finite Element Simulations of Weld Solidification Cracking

Thermal Analyses

Solidification Model and Specific Heat
The thermal analysis process is described in (6,9,18,19).  The Sandia finite element thermal code
JACQ3D (33) was used to perform the analyses.  The High Temperature Materials Information
Analysis Center (20) was contracted to provide recommended values of the thermal properties
from room temperature to melt.  The solidification model was used to generate the fraction solid
as a function of temperature curve for the alloy of interest based on an equilibrium phase diagram
and the welding speed.  For 6061-T6, a pseudo-binary diagram discussed in (9) was used.  For
the Al-Cu binaries the Al-Cu phase diagram was used along with previously described
solidification model.  This curve was differentiated to obtain the rate of solidification as a
function of temperature.  The latent heat of fusion was then added to the baseline specific heat
curve to match the rate of solidification.  The result was a very nonlinear specific heat curve as
shown in Figure 10.  Figure 10 shows a spike at the eutectic temperature (approximately 828 K)
and a large spike near the liquidus temperature at 920-930 K for 6061-T6 Al for a 30 inch/minute
(ipm) weld.  The flat region at the liquidus shows the temperature region over which the
solidification at the liquidus temperature was spread.  This nonlinearity would often cause
numerical difficulties resulting in lack of convergence in JACQ3D.  The large nonlinearities in
the specific heat were due to significant fractions of the material solidifying at a constant
temperature.  As can be observed in the solidification model’s predictions of fraction solid as a
function of temperature (Fig. 4) solidification occurs very rapidly near the liquidus temperature,
with approximately 50% solidifying within a few degrees of the liquidus temperature, and 80%
solidified within 10 K of the liquidus.  The solidification range was nearly 100 K with about 3%
eutectic solidfication for many of the 6061-T6 analyses.  Thus in the analyses a large peak in the
specific heat curve is required to simulate the solidification rate.  References (6) and (21) showed
how different solidification models could affect isotherm shapes near the weld pool.  In
particular, it was shown how isotherms were elongated near the tail of the pool in the
solidification temperature range when a more realistic solidification model was used.  As the
weld pool is surrounded by a compressive stress and followed by tensile transverse stress,
anything that causes the weld pool to become elongated may increase the chance of solidification
cracking.  The susceptible material may be pushed closer to the trailing tensile region.  Reference
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(6) also showed how the solidifying region changes in a thermal analysis based on the
assumptions of the solidification model.

In (6), different thermal properties were used on-heating and on-cooling.  The lever rule was used
to determine the melting rate and then Scheil behavior was used for solidification.  Implementing
this into the finite element analyses required modifying the code to use different properties on-
heating and on-cooling.  However, it was determined that melting occurs much more quickly
than solidification in these problems.  Using the same properties for melting and solidifying
simplifies the problem without appearing to significantly alter the thermomechanical response
during solidification.  This was the technique used for the majority of the analyses.

Thermal Conductivity
Figure 10 also shows the thermal conductivity increasing by a factor of 4 at the liquidus
temperature.  The conductivity is modified in this manner to account for enhanced convection
that occurs in the weld pool due to stirring and digging of the welding arc.  The multiplication
factor is based on studies of fluid mechanics and heat transfer in the weld pool (22).

Heat Input and Thermal Losses
Energy was input to the thermal model using a double ellipsoidal volumetric heat source (23).
Dimensions for the heat source model came from measurements of weld ripples (pool profile)
and fusion zone cross-sections.  Heat input efficiencies between 70% and 80% were adjusted to
match thermocouple histories.  Thermal losses were accounted for by combined radiative and
free convection heat transfer being combined into a temperature dependent effective convective
heat transfer coefficient.  Often the radiative and convective heat loss mechanisms did not play
an important role in the thermal response because the times involved were relative small
(typically 8 to 30 s).  During this time span conduction within the specimen largely controlled the
thermal response.

Finite Element Meshes
Meshes used for validated thermal analyses are shown in Figures 11 and 12 for the Houldcroft
and 3”x6” specimens, respectively.  Figure 11 shows the Houldcroft mesh constructed of
approximately 13,000 8-node hex elements.  Various meshes were used throughout the analyses
to evaluate mesh dependence.  Typically the mesh had at least 4 to 5 elements across the width
and length of the weld pool.  Ideally, at least this many elements is desired along the mushy zone
to capture the temperature and stress gradients in the solidifiying material.  Figure 12 shows the
mesh used for the 3”x6” slotted specimen.  It is constructed of approximately 32,000 8-node hex
elements.

Comparison with Experiments
Schematics showing the locations of the TC’s are shown in Figures 6 and 7.  Examples of
temperature comparisons are shown in Figures 13, 14, and 15.  Figures 13 and 14 show
temperature histories for a Houldcroft test 5.7 and 1.7 mm from the weld centerline, respectively.
There are six thermocouple histories shifted in time to overlay each other so that the scatter can
be observed.  The analysis history is also shown by the line with symbols.  Nearer to the weld
centerline (Fig. 14) there is more scatter in the experimental data.  This may be due largely to
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uncertainties in the position of the thermocouple relative to the weld centerline.  As positions
closer to the weld centerline are examined, the histories will be more sensitive to uncertainties in
location due to the increasing steepness of the temperature gradient.  The calculated temperature
in Figure 14 is somewhat high, but overall agrees well with the experimental data

Figure 15 shows a comparison of temperatures from the finite element analysis and an
experiment using the 3”x6” rectangular plate.  Thermocouple locations on opposite sides of the
weld are indicated by solid or open symbols.  The data shows that the thermocouples did not end
up being equally spaced away from the weld centerline, perhaps due to misalignment of the
specimen with the torch travel direction.  The analysis curves are at the nominal locations
specified in the thermocouple schematic, Figure 5a.  The results in Figure 15 indicate that the
analysis compares well with the test, as the calculated temperature histories fall between the
experimental curves.  There is a difference in the curve shape at the location closest to the weld
centerline.  The analysis curve is significantly wider than the thermocouple history from the peak
temperature of approximately 1100 K (liquidus temperature is approximately 928 K) to 600 K.
There was only one thermocouple that survived at this location, so it is not clear how much
scatter there is in the data.  The peak temperatures do agree well.  It was determined that overall,
the thermal analyses were sufficiently accurate to proceed to the mechanical analyses.  There are
still many details that could be improved in matching analysis to experimental thermal data, but
it was believed that the first order effects had been captured in the finite element model.

Mechanical Analyses

Parameters for the Constitutive and Damage Models
Two versions of the Bammann-Chiesa-Johnson (BCJ) plasticity and damage model were used
(24-27) in the mechanical finite element analysis code JAS3D (33,34).  The majority of analyses
used the single phase model which is described in Appendix A.  A few preliminary analyses used
the two-phase (liquid+solid) version of the BCJ model, which is described briefly in Appendix
B.  It was developed and integrated into the mechanical code JAS3D but time was not available
to test the model.

The BCJ plasticity model has 20 parameters, while the damage model requires one additional
parameter.  The software BFIT (28), a nonlinear least squares package specifically designed to fit
parameters to the BCJ model, was used to generate parameter sets based on available data.
Strain rate and temperature dependent stress-strain responses for 6061-T6 from room temperature
to melt were not readily available.  Initially information at small strains and relatively low
temperatures was extrapolated to melt and beyond.  Near the end of the project additional data
from the National Center for Excellence in Metalworking Technology (NCEMT) was obtained,
but there was not time to integrate the information into the analyses.  Also near the end of the
project, we were able to perform a limited number of compression and notched tensile tests (29).
A subset of this data was used to generate the fit shown in Figure 16.  The BCJ parameters used
are listed in Table 1.  Units for the parameters are MPa, K, s.
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Table 1.  BCJ constants used for mechanical analyses, MPa, K, s units.
Parameter Value Parameter Value
C1 0 C11 0.001454
C2 0 C12 252.1
C3 37.68 C13 2.073e5
C4 630 C14 6394
C5 1e-5 C15 67.77
C6 0 C16 0.06024
C7 32.62 C17 3.913e-3
C8 1434 C18 2468
C9 937.1 C19 0.017
C10 1.236 C20 770

Damage Exponent
The evolution of the damage parameter φ is given by

φ = β 1
(1-φ)

n - (1 - φ)  Dp

(1)
where  D

p
 is the magnitude of the deviatoric plastic stretch and β is a function of the stress

triaxiality (pressure/effective stress) and the damage exponent n.  The exponent n in (1) controls
the rate at which voids grow for a given level of stress triaxiality.  Tests were conducted (29) to
obtain a rough estimate of how the damage exponent n varies with temperature.  Typically,
notched tensile specimens with different ratios of the notch radius to the minimum specimen
diameter are used to introduce various levels of triaxiality into the gage section of the specimen.
Trial and error finite element analyses are used to determine the damage exponent once
parameters for the plasticity model have been determined from separate compression tests.  In
this work, a limited number of tests were performed to study the temperature dependence of n for
6061-T6 aluminum.  Tests were performed at 23 C, 300 C, and 400 C.  Specimens were
induction heated rapidly then held for 60 s at temperature.  The specimens were then pulled and
force-displacement data was collected.  The hold times are longer than those experienced during
welding.  However, the tests still provide an estimate of how the damage exponent varies with
temperature.  An axisymmetric finite element model of the specimen used in the tests is shown in
Figure 17.  Figure 17 also indicates the boundary conditions applied to the model to apply the
appropriate symmetry and loading conditions.

The temperature dependence of the damage exponent n as determined through trial and error
finite element analyses of the elevated temperature notched tensile specimens is shown in Figure
18.  Using the three data points and an estimated saturation level, a hyperbolic tangent shape is
assumed for n as a function of temperature, as shown in Eqn. 2.

n(T) = ns+(no-ns){1+ tanh [(C1-T)/C2]}/2 , (2)

where T is temperature, no is the room temperature value, ns is the saturation value, and C1 and C2

are constants fit to the data.  The parameter values are listed in Figure 18.  From extensive data in
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the literature it is known that cracks do not form in the weld pool itself, but rather in the mushy
zone, where the partially solidified material exists, or in regions recently solidified.  For this
reason a saturation value of 0.6 was assumed.  At n=0.5, damage does not increase in the
formulation implemented in the BCJ model.  Because the hyperbolic tangent curve is fairly flat
by the liquidus temp (~ 828 K here), the saturation value of 0.6 was selected to allow failure in
the solidification temperature range.

The constitutive model subroutine was modified such that damage increased only in elements
that were below a temperature termed the coherent temperature.  The coherent temperature was
determined from the solidification model as the temperature at which the material was 75%
solidified.  This is approximately when the material is able to carry a tensile load due to the
dendrites forming an interconnecting network (30,31).  In addition, if the element temperature
was above the solidus temperature, damage was only allowed to increase if the element was
resolidifying - this prevented material failing as it melted.

There is still a large degree of uncertainty in the shape of the curve due to using only three data
points and an assumed saturation level, but the information should be an improvement over
assuming a constant value for the parameter.  It was observed in the tests that the force-
displacement curves were strain rate and temperature history dependent, but no attempt was
made to include these factors into the damage exponent’s evolution.  In separate single-element
analyses looking at the effect of time to failure as a function of n, it was observed that for a given
set of boundary conditions, the time to failure as a function of n was relatively independent of
temperature.  This seems reasonable since the triaxiality is independent of temperature for this
case.  The trend in time to failure as a function of n appeared to be linear.  This information was
used in some of the mechanical analyses to ascertain what was the factor driving cracking

Elastic Constants
Two different sets of elastic constants were used because it was not clear which was more
appropriate to use in the analyses.  Measurements of single crystal elastic constants in aluminum
(32) from room temperature to melt were used to generate one set of constants.  Their data was
used assuming C44 = the shear modulus and C12 = Lamé’s constant.  The data implies Young’s

modulus decreasing linearly from room temperature to melt, decreasing to approximately 63% of
the room temperature value at melt.  Similarly, using the elastic constants to calculate Poisson’s
ratio produces a linear increase at melt of about 14% over the room temperature value.  Both
curves were linearly extrapolated for temperatures above melt.

When these curves, in particular the curve for Young’s modulus, were used in generating the fit
to the BCJ model based on data in (29), it was observed that a much better fit to the apparently
elastic portion of the compression data was obtained using much greater temperature dependence
than observed in (32).  Based on knowledge of the room temperature value of the modulus and
fitting the linear portions of the compression data, a hyperbolic tangent function was fit to
Young’s modulus.  This curve and the Poisson’s ratio curve generated using data in (32)
composed the second set of elastic constants considered.  The resulting curves are shown in Fig.
19.
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Selection of Time Step and Tolerance
The dynamic relaxation (DR) solution type was used for almost all of the mechanical analyses
because it appeared significantly more robust than the conjugate gradient (CG) algorithm.  The
DR run times were usually greater than those of the CG runs, often by about a factor of 3.
However, convergence appeared much more independent of step size, tolerance, and mesh than it
did in the CG runs.  It was observed that tighter tolerances seemed to be required for the DR runs
to match stress histories produced using the CG method.

Single-element analyses were performed with the BCJ fit described above to determine the effect
of convergence tolerance.  Relative tolerance values (residual norm / applied force norm) were
varied from 10% to 0.1%.  Engineering strains of 20% were generated using a prescribed
velocity and 10, 100, and 1000 time steps during the loading.  Figures 20 and 21 show the results
at 400 C.  Similar trends were observed at room temperature and 828 K.  With a 2% tolerance,
the stresses differed from the 0.1% values by up to ~6%.  A tolerance of 2% produced results
within 1% of the 0.1% tolerance results.  Reducing the time step to give 1000 steps over 20%
strain with a 0.1% tolerance produced results nearly identical to the 100 step case.  Reducing the
number of time steps to 10 in the 2% tolerance analysis showed a strain at yield of about 2%
versus 1% when 100 steps were used.  Based on these results, tolerances of 2% were typically
used in the weld simulation analyses.  Several welding simulations were performed using
tolerances of 2% and 0.1% to make sure the 2% value was adequate.  The analyses produced
very similar stress histories and cracking predictions.

Time steps were selected to produce several data points through the solidification range when
crack initiation was of interest.  This choice resulted in time steps of approximately 0.035 s.
When strains averaged across the weld were the item of interest, larger time steps (~ 0.2 s) could
be taken without significantly altering the predicted strains.

Comparisons of Strains Averaged Across the Weld
The rectangular specimens (Houldcroft and 3”x6” grooved plate) were used to validate
temperatures and strains calculated in the analyses.  Figure 22 shows strain histories for a
Houldcroft test in which the specimen did not crack compared with analysis.  As described in the
Experimental section, video techniques were used to generate strain histories.  Here the gage
length is approximate 6.35 mm.  This was one of the first mechanical analyses and a bilinear
constitutive model was used rather than the BCJ.  The resolution of the video technique was
approximately 0.2%.

Figure 23 shows strain history comparisons for two 3”x6” plates that did not crack.  Two current
levels were used and strains were measured at different locations.  The locations are shown by
the video strain grids in Fig. 7a.  Analysis results compare well with the strain histories.  Gage
length is again approximately 6.35 mm.

Analyses for Al-Cu Binary Alloys
A limited number of thermal and mechanical analyses were performed for the Al-Cu binary
alloys.  Although the phase diagram and solidification behavior is better understood for these
alloys, there is not as much mechanical or thermal property data available from room temperature
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to melt as for 6061-T6.  A significant amount of stress-strain response data was generated during
the project using the Gleeble testing machine, but some questions of interpretation and limited
time and resources prevented the results from being integrated into any of the finite element
analyses.  It also appeared that additional failure criteria would be required in the BCJ model to
account for the alloy dependence of weld cracking susceptibility observed in experiments.
Therefore effort was focused on simulating welds on 6061-T6 samples.

Calculations of Crack Initiation

Calculations of thermal and mechanical responses were verified, at least in a general sense, using
the rectangular specimens.  The Houldcroft specimen was not used for validating cracking
calculations because it was more a test of crack extension rather than crack initiation.  It was
believed that finite element predictions of crack initiation are more reliable than predictions of
crack extent, and crack initiation is really of more interest at this time.  Therefore a test in which
crack initiation varied with load was sought.  The circular patch test was found to be useful for
studying crack initiation.  Several finite element meshes of the specimen were generated, with a
representative mesh presented in Figure 24.  It was constructed of approximately 8500 8-node
hex elements.  One to three elements were used through the web thickness.  The disk appeared to
remain flat during the experiment and the majority of welds were full penetration with fusion
zone boundaries perpendicular to the web surface, so capturing bending stresses was not a major
concern.  Typical run times for the thermal analyses were approximately two hours on a Cray
J90.  Mechanical analyses averaged approximately 5 hours for a 2% tolerance, 0.2 s step size (32
s weld) to approximately 50 hours for 0.05% tolerance, 0.035 s step size.

Many analyses were performed to study the relationship between stress, temperature, and
damage for an experiment in which the crack formed very near the start of the weld.  Because the
material response near melt is not well characterized, analyses were performed to determine how
the choice of elastic constant, damage exponent, and thermal expansion behaviors near melt
affected the items listed above.

Figure 25 shows the pressure, von Mises stress, and temperature history for an element near the
start of the weld at the weld centerline.  It shows the effective stress going very close to zero
during the time the material is melted.  The effective stress then rises smoothly as the
temperature drops below the solidus temperature.  Figure 25 was generated using the Young’s
modulus curve that was matched to compression test data.  Figure 26 shows the same data using
Young’s modulus calculated from the elastic constant measurements in (32).  It shows the
effective stress remaining close to zero longer than when the modulus gets very small at melt
(shown in Fig. 25).  Figure 26 also shows the pressure becoming tensile (negative here) sooner
than in Fig. 25.  This implies that failure is likely to occur sooner when a modulus that remains
relatively large at high temperatures is used than when a modulus that tends to zero at melt is
used.  However, the curve generated using the high high-temperature modulus is not as smooth
as that for the low high-temperature modulus.  This may indicate a tighter tolerance should be
used or that this set of elastic constants is somewhat more difficult to handle numerically than the
set obtained by fitting the slopes of the compression test data.
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The pressure becomes tensile (negative here) in Fig. 25 near 550 K, well below the solidus
temperature.  As the rate of energy input is increased into the part, for instance by increasing the
current and keeping other quantities the same, the temperature at which the pressure becomes
tensile increases.  For instance, increasing the current by 35% causes the temperature at which
the pressure at the weld centerline becomes tensile to increase by more than 50 K.  Other factors
such as the temperature dependence of the elastic constants and the yield strength influence when
the pressure becomes tensile.  The tensile pressure crossover temperature (where it becomes
tensile during solidification) increases as the elastic modulus is increased.  The thermal
expansion temperature dependence also influences this tensile pressure crossover.  More
expansion appears to push the tensile region closer to the weld pool, however it also makes the
pressure histories much noisier in the analyses.  It was also observed that when the yield strength
is increased in the solidification range, the tensile pressure crossover temperature increased.  The
interaction of these affects still needs to be determined, and it is apparent that to quantitatively
predict solidification cracking, material properties near melt must be better defined.  Also not
included in any of the modeling are effects of grain size and microstructure, which are known to
influence material properties.

It was observed in the experiments that once the cracks started they continued to follow the weld
to the end of the test.  To understand part of the reason for this, histories of pressure/effective
stress were compared for elements on the weld centerline at different positions along the disk
welds.  This analysis did not allow cracks to form.  Figure 27 shows these histories for elements
0 , 90 , 180, and 270 from the start of the weld.  The pressure/effective stress ratios are plotted
against temperature for each element to compare when the pressure becomes tensile with respect
to the element temperature.  Figure 27 shows that the temperature at which the pressure becomes
tensile increases as the weld proceeds - indicating that the likelihood of solidification cracking
increases at greater distances from the weld start.  This is partly due to the overall temperature of
the part increasing as the weld progresses and the contraction of all the elements previously
welded.  It can also be observed from Figure 27 that the pressure/effective stress is relatively
constant for a period after the weld pool passes.  It is also of interest to note that the ratio is
relatively independent of position around the weld, at least for the modeling assumptions used
here.  This indicates that the loading does not necessarily increase with distance from the weld,
but rather that the tensile loading appears to develop in material more susceptible to cracking as
the torch travels around the disk.

It was also observed in the disk experiments that cracks usually initiated on the edge of the weld
farthest from the disk center, as shown in the close-up in Figure 8.  The finite element analyses
provide some indication of why this occurs.  Figure 28 shows pressure /effective stress ratios as a
function of temperature for five elements spanning the weld at a location close to the start of the
weld.  Element A is closest to the center of the disk and is at the inner edge of the weld.  Element
E is at the edge of the weld closest to the outer edge of the disk.  Elements B, C, and D are
equally spaced between A and E, with element C being at the weld centerline.  Figure 28 shows
that with respect to temperature, the pressure becomes tensile first at the inner and outer edges of
the weld.  This may partially explain why cracks initiate on the outer edge of the weld.  The
centermost element is loaded by a tensile pressure last.  Again all of the locations show about the
same level of triaxiality (pressure/effective stress).  In Figure 28 it appears that the innermost
element actually sees tensile loads slightly earlier temperature-wise than the outer element.
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Figure 29 shows time histories of pressure for the five elements.  This figure indicates that the
outermost element is subjected to the tensile load earlier in time than the innermost element.
This would suggest the outer element should fail first even though the innermost element is
loaded in tension at a higher temperature.  Failure of the outermost element will relieve some of
the load so the inner element would be less likely to fail.  This is consistent with the behavior
observed in the experiments.

Another indication that the outer edges of the weld are more likely to be crack initiation sites
than the center is that the temperature at which the stress drops below the local yield stress
occurs last at the outer elements.  This would indicate that material is plastically deforming
during solidification longer in elements at the weld edge than at the weld center.  This is shown
in Figure 30.  The yield stress is shown to drop from approximately 10 MPa at the
nonequilibrium solidus temperature of 828 K to approximately 0.6 MPa at the liquidus
temperature of 928 K.  Forest and Bercovici (30) and Nedreberg (35) both discuss test data for
yield strength near melt indicating yield strengths at the solidus temperature for aluminum alloys
on the order of a few MPa.  The yield stress drops to zero between 75% and 85% fraction solid in
(30).  Figure 30 indicates that effective stress in the center element C in the weld drops below the
yield stress near 870 K in this example.  In the two elements just off-center, the effective stress
drops below yield near 865 K.  Finally, in the elements at the weld edges the effective stress
drops below yield near 835 K.  The actual temperatures at which this occurs are probably not
well predicted, but the trend appears to be consistent with the experimental observations of crack
initiation.

Simulations of the four tests described in Tables 2 and 3 were performed to determine where
cracking would initiate.  Figure 31 shows predicted cracking for test 1 in which a continuous
crack formed near the start of the weld at ~0_.  Welding begins at the top of the figure and
proceeds clockwise.  The dark areas show failed elements which represent cracks.  Figure 31
shows some cracking is predicted on both sides of the weld, but more failure occurs on the
outside edge of the weld.  This is somewhat consistent with the observations of cracks initiating
on the outer edge of the weld.  Cracking is not predicted to go to the weld centerline, rather it
stays on the outer edges of the weld.  One explanation for this is that no information is included
in the model regarding grain orientation or any directionality or property changes due to the
microstructure.  In addition, the discretization of the model may not be sufficient to capture the
crack extension correctly.  Rather it appears more as a continuous series of initiations.  Another
observation is the failures are discontinuous at first.  This is due partly to the tolerances used in
the analyses.  Tighter tolerances produce less of the discontinuous failures but essentially
reproduce the failure shown in Figs. 31 and 32, though at significantly greater computational
expense.  It also was observed in experiments on similar geometry specimens in  Al-Cu alloys
that for some conditions many cracks would initiate but not propagate early in the weld.

Table 2. Weld process parameters for modeled disk tests.
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current (A)

Test
position around disk

travel speed
(mm/s)

0_-120_          120_-240_         240_-360_

1 50 55 60 6.35

2 30 40 50 6.35

3 60 70 80 10.7

4 40 50 60 10.7

Table 3.  Locations at which through-thickness cracks initiate.
Test crack initiation

(distance from weld start)
1 0_
2 190_
3 0_
4 160_

The same modeling assumptions and procedures were applied to the other three disk tests.
Figure 32 shows calculated cracking for test 2, in which cracking began at 190_ in the
experiment.  The analysis shows failure beginning near 130_ with a continuous crack beginning
near 165_.  Table 4 lists the results for the analyses corresponding to the four disk tests described
in Table 3.  Failure in the simulations is presented by listing the angles at which a continuous
crack forms.  Analyses with higher resolution, spatially and perhaps temporally, would provide a
more definitive estimate of when cracking initiates using the current damage model.  Another
consideration in comparing the calculated and experimental results is that a limited number of
experiments were performed, so the scatter in the experiments is not known. The main objective
was to demonstrate the correct trends, and if the models are calibrated to a test, they do seem to
be useful in predicting trends for other process parameter sets and geometries.  The same
modeling assumptions were used on the rectangular plates in which no damage was observed in
the tests.  No failure was predicted in the models.

Requirements for Failure in the Solidification Region
In the context of the BCJ model and the void growth damage model, three requirements must be
satisfied simultaneously to cause an element to fail in the solidification region.  The first
requirement is the hydrostatic pressure must become tensile somewhere in the solidifying
material.  Without a tensile pressure there is no driving force for void growth.  If the hydrostatic
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pressure is not tensile, β in Eqn. 1 is zero, resulting in zero rate of change in damage.  The
second requirement is that the material be plastically deforming while a tensile pressure exists,
since void growth occurs only during plastic deformation in the model.  The third requirement is
that the level of triaxiality, or the ratio of the pressure over the effective stress (p/σeff ), be large
enough to drive the void growth to failure.  For a given value of p/σeff , the damage exponent in
Eqns. 1 and 2 must be large enough to cause damage to increase to the failure level during the
time the three requirements above are satisfied.

Table 4.  Comparison of measured and calculated crack initiation locations for disk tests.
location of crack initiation
(distance from weld start)

Test experiment model
1 0_ 0_
2 190_ 165_
3 0_ 5_
4  160_ 130_

Summary and Conclusions

The weld cracking susceptibility were used to validate finite element simulations of the welding
process.  Tests using specimens with rectangular geometries were used for validating
calculations of temperatures and strains averaged across the welds.  The circular patch test
specimens were used to validate calculations of crack initiation.

The solidification model was incorporated into the finite element simulations, mainly through
modification of material properties in the solidification temperature range.  In the thermal
analyses the solidification model was used to modify the specific heat curve to correctly
represent the rate of solidification.  The mechanical analyses used the solidification model’s
results to modify damage behavior and, for the two-phase BCJ model, determine the effective
behavior of an element in which fluid and solid phases coexisted.

The finite element simulations were largely successful at modeling the thermal and mechanical
responses observed in the experiments.  Temperature histories near the weld pools as measured
by thermocouples were simulated well in the analyses.  Some details of the weld pool shape were
not captured.  However, it is not known at this point the importance of these details.
Calculations of strains averaged across the approximately 0.25” wide welds agreed well with
strains measured by video techniques in the experiments.  No information as to how accurately
stresses were calculated is available.  Some idea of how accurately stresses were calculated might
be obtained using neutron or x-ray diffraction techniques even at room temperature, though the
resolution and accuracy in the center of the weld might not be high enough to be useful.

Predictions of solidification cracking were partially successful.  It does appear that cracking
trends as a function of load situation are available using the analysis techniques employed here.
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For instance, it appears that it may be possible to determine which one of a number of processes
or restraint systems to which a particular specimen is subjected is the most likely to cause
cracking.  Similarly, the effect of part geometry and weld groove geometry may be determined.
However, we do not currently have a model that could determine the solidification cracking
trends as a function of material or alloy (e.g. %Cu in Al-Cu alloys).  Also, considerable effort
needs to be devoted to understanding and modeling damage evolution and failure at high
temperatures to be able to generate accurate quantitative predictions of solidification cracking.

The problem is very difficult for several reasons.  One is that cracking occurs at high
temperatures, where material properties are poorly defined even for static load situations.  The
situation is even worse when temperature history, strain rate, and microstructural effects are
involved.  Modeling failure at high temperatures is not well developed.  For instance, it is not
well understood how the damage model integrated with the BCJ plasticity model should behave
at high temperatures.  With regards to the finite element models, some of the thermal properties
used in the analyses are very nonlinear which can cause numerical difficulties in the codes.
Softening of the materials in the mechanical analyses can also cause numerical difficulties.  The
fact that solidification can occur over a very small temperature range makes it important to use
small time steps to capture the response accurately, making computer cpu run times large.  The
need for adequate spatial resolution in the finite element model to capture temperature and stress
gradients near the weld pool and mushy zone where cracking occurs also adds to the demand for
computational resources.

Conditions for failure in terms of an internal state variable plasticity model coupled with a
ductile void growth damage model were discussed with reference to solidification cracking.  In
order for solidification cracking to occur three conditions must be satisfied during solidification.
(1) The solidifying material must experience a tensile hydrostatic stress, (2) the material must be
deforming plastically for voids to grow, (3) the ratio of the hydrostatic stress / effective stress
must be sufficiently large for the voids to grow fast enough such that failure occurs before the
material cools significantly below the local solidus temperature.

It was observed in the analyses that the temperature at which the pressure behind the weld pool
becomes tensile increases with stiffer elastic constants, higher yield strength, increased power
input, and for the disk specimen, distance from the weld start.  It was observed that the
magnitude of the triaxiality (pressure/effective stress) does not appear to significantly increase
with location around the disk.  The likelihood of cracking increases with distance from the weld
in the disk specimen because the temperature at which the pressure behind the pool becomes
tensile increases.  The effect of this is that material more susceptible to cracking is loaded by the
tensile pressure as the weld proceeds around the disk.

The thermomechanical conditions responsible for causing crack initiation on the outside edge of
the weld fusion zone in the disk specimens were explained by noting that at the outer edges of
the weld tensile pressures develop at higher temperatures than at the weld center.  The outer edge
cracks rather than the inner edge because the outer edge sees the tensile pressure earlier in time
than the inner edge.  Further, under the assumptions used in this work, the outermost elements
under go plastic deformation over a larger temperature range than the center elements.
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Finally, four disk tests were simulated and calculated crack initiation locations bounded those
observed in the experiments.  However, the observed centerline cracking was not predicted.

We believe that in a fairly short period of time, 2 years, we have layed a strong foundation for
modeling weld solidification cracking behavior.  With additional time and effort, we believe we
can develop a very powerful and useful tool for many weld applications.  Future work would
focus on including more information about the microstructure and better defining the mechanical
properties near melt.  It is also important to extend the modeling techniques to capture alloy
dependence of solidification cracking.  Improvements in the model to predict the weld centerline
cracks observed in the experiments is another goal, which would utilize microstructural
modeling.
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Figures

Figure 1. Schematic illustrating concept of hot strain during weld solidification versus
material threshold strain for predicting solidification cracking from Matsuda, et.
al.(2).  Case (1) cracking, (2) marginal, (3) no cracking.

(a) (b)

Figure 2. (a) SEM microstructure of Al-Cu weld showing eutectic solidification product θ
(CuAl2) in interdendritic regions.  (b) Measured and calculated dendrite core
concentration and volume fraction of θ, in Al-Cu welds made at 12.7 mm/s.
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Figure 3. Predicted solidification behavior of Al- 5.93% Cu  shown as concentration of
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(a) (b)

Figure 5. Cracking specimens used for thermal/mechanical code validation (a) and cracking
studies (b).L

(a) (b)

Figure 6. Video images from underside of weld specimen. (a) weld coming into view at
LHS (b) image taken after weld has passed.  Strains are measured along position
indicated.



33

Figure 7. Schematic of Houldcroft solidification cracking specimen made from 0.050 inch
thick sheet.  Also noted on specimen is location of thermocouple placements.

Figure 8. Solidification in weld cracking specimen in 6061.  Note how crack initiates at
outer edge of the fusion zone.  Weld travels from right to left.
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(a) (b)

Figure 9. (a) SEM image of region of solidification crack initiation, (b) higher
magnification of crack surface showing eutectic solidification products.
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Figure 10. Properties used in thermal finite element analyses.
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Figure 11. Finite element mesh used in Houldcroft analyses.

Figure 12. Finite element mesh used in analyses of  3”x6” slotted plates.
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Figure 13. Temperature comparison between analysis and experiment for Houldcroft
specimen, 5.7 mm from weld centerline.

700

600

500

400

300

200

100

0
10987654

Time (s)

 test 1
 test 1
 test 2
 test 2
 test 2
 analysis
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Figure 17. Axisymmetric finite element mesh and boundary conditions used to determine
damage exponent for elevated temperature notched tensile tests.
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Figure 23. Comparison of transverse strains averaged across 6.35 mm weld for 3”x6” slotted
6061-T6 specimen.  Process parameters are 55A and 70A, 17V, 12.7 mm/s.

Figure 24. Sample of disk specimen finite element model.
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Figure 25. Pressure, effective stress, and temperature as a function of time for an element at
center of weld in disk specimen for modulus fit to compression data.
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Figure 26. Pressure, effective stress, and temperature as a function of time for an element at
center of weld in disk specimen for single crystal elastic constants (32).
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Figure 31. Calculated cracking for test 1.  Welds start at top of disk and proceed clockwise.
Dark areas show failed elements.

Figure 32. Calculated cracking for test 2, where cracking began near 190_ in the experiment.
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Appendix A.  Overview of the Bammann-Chiesa-Johnson Model

MODEL DESCRIPTION

The model used in this analysis was developed utilizing a multiplicative decomposition of the
deformation gradient into elastic and plastic parts (details of the development are given in [A1]).
The model is a strain rate and temperature dependent elastic-plastic model which uses internal
variables which are introduced with respect to the unloaded configuration to describe the state of
the material[A1,A2,A3,A4].  The stress is defined as the derivative of the free energy ( in the
stress free or intermediate configuration) with respect to the elastic strain in that same
configuration.  Assuming small elastic strains, taking the material derivative of the resulting
Hooke’s law and mapping forward to the current configuration results in the following,

� ( ) ( )σ σ σ λ φ µ φ− + ≈ − + −W W D I De e e etr1 2 1 (1)

where σσ  is the Cauchy stress, λ  and µ  are Lame’s constants, φ  is the damage variable, and De

and We  are the elastic stretching and spin respectively.  The elastic stretching is decomposed into
total, plastic, volumetric, and thermal parts, while the elastic spin is defined as the difference
between the total spin and plastic spin,

De== D −−Dp−−Dv −Dth ,     W e= W −W p  . (2)

The plastic flow rule is chosen to have a strong nonlinear dependence upon the deviatoric stress
′ σ ,

Dp= f( T)sinh
| ′ σ σ − αα | −(κ − Y(T))(1− φ)

V(T)
 
 
 

 
 
 

′ σ σ − αα
| ′ σ σ − αα |

(3)

where f (θ)  and V(θ ) describe a rate dependence of the yield stress at constant temperature θ .
The damage φ  tends to concentrate the stress in the flow rule.

A tensor variable αα  and a scalar variable κ  have been introduced to describe the deformed state
of the material.  The evolution of both state variables is cast into a  hardening minus recovery
format.  Both dynamic and thermal recovery terms are included.  The dynamic recovery is
motivated from dislocation cross slip that operates on the same time scale as dislocation glide.
For this reason, no additional rate dependence results from this recovery term.  The thermal
recovery term is related to the diffusional process of vacancy assisted climb.  Because this
process operates on a much slower time scale, a strong rate dependence is predicted at higher
temperatures where this term becomes dominant.  The evolution for these variables is defined by
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Ý κ = H(T)D p− Rs(T) +Rd(T) |D p|{ }|κ |κ  , (4)

Ý α α −W eαα + ααW e= h(Τ )Dp− rs(T) +rd(T) |Dp |{ }| αα | αα  . (5)

The tensor variable, αα , represents a short transient and results in a smoother "knee" in the
transition from elastic to elastic-plastic response in a uniaxial stress-strain curve.  More
importantly, this variable controls the unloading response and is critical in welding or quenching
problems during the cooling cycle of the problem.  It is termed a "short transient" in that it
hardens rapidly and then saturates to a constant steady state value over a very short period of
time during a monotonic loading at constant temperature and strain rate.  This saturation value is
maintained until the rate, temperature or loading path changes and the process repeats.  This
variable is responsible for the apparent material softening upon reverse loading termed the
Bauschinger effect.

The scalar variable, κ , is an isotropic hardening variable that predicts no change in flow stress
upon reverse loading.  This variable captures long transients and is responsible for the prediction
of continued hardening at large strains.  Unlike αα , once steady state has been reached under
constant conditions, this variable is not affected by a change in loading, though it is still affected
by changes in temperature.

The evolution of the damage state variable is based on the Cocks-Ashby model of growth of a
spherical void in a rate dependent plastic material [A5].  The effects of damage due to the growth
of an initial distribution of voids or initial porosity is modeled by the introduction of a scalar
internal state variable φ .  The variable acts to degrade the elastic moduli and concentrate the
stress in the deviatoric flow rule.  When damage reaches a critical value, failure occurs.

The evolution of the damage parameter φ , is given by

Ý φ = sinh
p

σσ' -αα
 
 
  

 
 1

1 − φ( )n − 1 − φ( )
 

  
 

  D p (6)

where D p  is the magnitude of the deviatoric plastic stretching and p is the tensile pressure.

While the system of equations (1) - (6), appear quite complex, much insight can be gained about
each particular model parameter for a special set of loading conditions.  Consider the case of
uniaxial stress at constant true strain rate and temperature along with the viscoplastic assumption
that at large strains the total strain rate and the plastic strain rate are essentially the same.  We
will also assume that the effects of void growth are negligible for this case as long as we restrict
our attention to strains below barreling or necking.  For this case,  equations (4) and (5) can be
integrated analytically to yield,
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α =
hÝ ε 

r d
Ý ε +rs

tanh
h rd

Ý ε +r s( )
Ý ε 

ε
 

 
 

  

 

 
 

  
(7)

κ =
HÝ ε 

Rd
Ý ε +Rs

tanh
HÝ ε Rd

Ý ε +Rs( )
Ý ε 

ε
 
 
 

 
 
 

(8)

Then by taking the magnitude of each side of equation (2) for the flow rule and inverting, we can
write the flow stress as,

σ = α + κ + Y(θ ) + V(θ )sinh
−1

| Ý ε |
f (θ )

 
 
 

 
 
 

(9)

where, σ  and ε  are the true stress and true strain in uniaxial tension or compression.  Using
equations (7-9) we can now utilize tension or compression data at different strain rates and
temperatures along with a nonlinear regression analysis.
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Appendix B. Two phase (Solid-Liquid) form of the Bammann-
Chiesa-Johnson Model

We begin by assuming that each point can be occupied simultaneously by both solid and liquid
phases.  Then the total stretching can be partitioned into the stretching in each phase as,

D= DL (1− f) + fDS (1)
where f  is the volume fraction of solid, and subscripts “L” and “S” denote liquid and solid
respectively.  Similarly, the stresses are assumed to partition according to a rule of mixtures as

σσ =σσL (1− f) + f σσS (2)

In this approach the strain rates in each phase will be determined from self consistent techniques.
Initially we will make a Taylor assumption, that is the strain rate is partitioned equally in all
phases.  To account for the inaccuracies in this assumption, we will modify the rule of mixtures
associated with the stresses,

σσ =σσL (1− ˆ f )+ ˆ f σσS (3)

where, ˆ f  is a user chosen parameter to reduce the inaccuracies associated with the Taylor
assumption.  In particular,

ˆ f = 1 - tanh
CC1- f( )
CC2

 
  

 
  

 
 
  

 
(4)

This partitions most of the stress into the liquid until a critical volume fraction of solid (CC1) is
reached.  At this point, the solid will carry most of the stress with the rate of stress redistribution
controlled by the constant CC2.

Having made these assumptions, we will model the solid phase using the BCJ model described in
Appendix A, with  additional modifications to the damage evolution to account for nucleation in
the liquid phase.  We begin by assuming that the damage is the product of the total number of
voids per unit volume, N, and the average void volume size, V.  Then, the time rate of change of
the damage is given as,

φ = NV + NV (5)

The evolution of the void growth is as before,

V = 1
1-φ n - 1-φ  sinh

p

σ'
Dp

. (6)
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The nucleation will be chosen to represent void nucleation at the liquid-solid interface in the
simplest possible form.  More physics of the process will be given in a future article.  Initially,
we choose for the nucleation the form,

N = 1-φ tr D  - 
pcritical

CC3 (7)

where CC3 is a constant related to void nucleation.  For the deviatoric stresses  in the liquid
phase we assume a viscous fluid,

′ σ σ = µ D' (9)

where, µ is the viscosity.  For the mean stress in the fluid we will assume an elastic response,

Ý p =Ktr( D) (10)

where, K, is the bulk modulus of the liquid.  Any volumetric strain associated with the
nucleation of voids in the liquid solid interface will be neglected as a first approximation.
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